
research papers

Acta Cryst. (2009). B65, 757–769 doi:10.1107/S010876810903273X 757

Acta Crystallographica Section B

Structural
Science

ISSN 0108-7681

Weak intra- and intermolecular interactions in a
binaphthol imine: an experimental charge-density
study on (�)-8000-benzhydrylideneamino-1,1000-
binaphthyl-2-ol

Louis J. Farrugia,* Pavel
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The charge density in (�)-80-benzhydrylideneamino-1,10-

binaphthyl-2-ol (1) has been studied experimentally using

Mo K� X-ray diffraction at 100 K, and by theory using

density-functional thoery (DFT) calculations at the B3LYP/6-

311++G** level. The nature of the weak intramolecular peri-

C� � �N, CH� � ��, H� � �H and C(�)� � �C(�) interactions has been

examined by topological analysis using the Quantum Theory

of Atoms in Molecules (QTAIM) approach. An analysis of the

density �(r), the Laplacian of the density r2�(rb) and other

topological properties at the bond-critical points were used to

classify these interactions. The study confirms the presence of

the intramolecular CH� � �� interaction in (1), which was

previously suspected on geometrical grounds. An analysis of

the ellipticity profiles along the bond paths unambiguously

shows the �-delocalization between the imine unit and one N-

phenyl group. The weak intermolecular interactions in the

crystal of (1) were examined experimentally and theoretically

through the pairwise interactions of the seven independent

dimeric pairs of (1) responsible for the set of unique

intermolecular interactions, and also through examination of

the Hirshfeld surface dnorm property. The theoretical dimeric-

pair calculations used the BLYP-D functional which supple-

ments the exchange-correlational functional with an empirical

dispersion term to provide a more accurate determination of

the energies for the weak intermolecular interactions.
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1. Introduction

In the last two decades with the advances in topological

charge-density methods (Koritsanszky & Coppens, 2001)

there has been intensive interest in the study of weak intra-

and intermolecular interactions, especially hydrogen bonds,

using these methods (Espinosa et al., 1999; Gatti et al., 2002;

Munshi & Guru Row, 2005a,b,c). Interest in the fundamental

nature of these bonds has been stimulated by the very topical

areas of supramolecular chemistry and crystal engineering

(Desiraju, 1989). Weak hydrogen bonds involving CH� � �X

interactions (Steiner, 1996; Desiraju & Steiner, 2001) have

been particularly investigated, as they have been quite

controversial in the past, although they are now generally

accepted as genuine hydrogen bonds (see Jeffrey, 1999, for a

recent overview).

The AIM (Atoms in Molecules) theory of Bader (1990) has

been central to the understanding of weak interactions, and

early studies by Cioslowski et al. (1991) and Cioslowski &

Mixon (1992) have pointed out the utility of this approach.

Koch & Popelier (1995) have proposed a set of AIM criteria to

distinguish CH� � �O bonds from van der Waals interactions on

the basis of their charge density. These are now extensively

utilized, see for example Gatti et al. (2002). In a number of



studies, Espinosa and co-workers (see Mata et al., 2007, for a

recent summary) have proposed linear, exponential or Morse-

like relationships between hydrogen-bonding geometrical

parameters, such as d(H� � �O) and charge-density indicators,

such as the density at the bond-critical point (b.c.p.), �(rb), the

Laplacian of the charge density at the b.c.p., r2�(rb), the local

kinetic and potential energy densities, G(rb) and V(rb), and the

�3(rb) Hessian eigenvalue. Mallinson et al. (2003) and Munshi

& Guru Row (2005a,b) have proposed similar relationships,

which may hold over a wide range of chemical interactions,

including quite strong covalent bonds.

The X-ray crystal structure of racemic hydroxy imine (1), a

synthetic intermediate in the preparation of chiral auxiliaries,

has been previously reported (Vyskočil et al., 2002). The

structure showed evidence for a CH� � �� interaction between

an ortho CH group on one of the phenyl rings and one of the

benzene rings of the naphthyl group bearing the OH substi-

tuent. Another point of interest is the nature of the through-

space peri interaction in 1,8-disubstituted naphthalene rings.

Since (1) forms excellent quality crystals, a full experimental

charge-density study was undertaken to examine these and

other weak interactions in more detail using the AIM meth-

odology.

2. Experimental procedures

2.1. Data collection, processing and spherical atom refine-
ment

Compound (1) was recrystallized from acetonitrile. The

specimen investigated was cleaved from a larger crystal to give

an approximately isotropic sample. Details of data collection

and refinement procedures are given in Table 1. The crystal

was cooled from ambient temperature to 100 K over a period

of 1 h, using an Oxford Instruments Series 7 Cryostream low-

temperature device. The temperature was stable to �0.2 K

and is considered accurate to�0.5 K. Data were collected on a

Nonius KappaCCD diffractometer, running under COLLECT

software (Nonius, 1998). The COLLECT software calculates a

strategy to optimize the goniometer and detector angular

positions during data acquisition.

A total of 3861 image frames were obtained from 27 ! or ’
scan sets (0.8 or 1.0� oscillation angles) using three different

exposure times. The batch scaling factors showed no consis-

tent variation with exposure time, indicating no significant

sample decay. The scan sets with low detector � offsets were

measured first in the data collection strategy, in order to

alleviate problems with ice rings which gradually build up

during data collection. The high-angle images showed no

evidence of contamination from ice rings. The unit-cell

dimensions were determined by post-refinement of the setting

angles of 97 904 reflections (2.9 < � < 41.2�) using the program

SCALEPACK (Otwinowski & Minor, 1997). The cell errors

obtained from this procedure are undoubtedly serious

underestimates (Herbstein, 2000), but are used here in the

absence of better estimates.
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Table 1
Experimental details.

Crystal data
Chemical formula C33H23NO
Mr 449.52
Crystal system, space group Monoclinic, P21/c
Temperature (K) 100
a, b, c (Å) 11.1055 (1), 11.6712 (1), 18.0627 (1)
� (�) 102.6753 (3)
V (Å3) 2284.13 (3)
Z 4
F(000) 944
Dx (g cm�3) 1.307
Radiation type Mo K�
� (Å) 0.71073
� range (�) for cell measurement 2.9–41.2
� (mm�1) 0.08
Colour Pale straw yellow
Crystal size (mm) 0.53 � 0.5 � 0.37

Data collection
Diffractometer KappaCCD
Absorption correction Multi-scan (Blessing, 1995)
Tmax, Tmin 0.954, 1.01
sin(�max)/� 1.079
No. of measured, independent and

observed [I > 2	(I)] reflections
358 895, 23 246, 19 025

Rint 0.036
R	 0.018

Spherical atom refinement
No. of data in refinement 23 246
No. of refined parameters 317
Final R [I > 2	(I)] (all data), wR2

[I > 2	(I)] (all data)
0.0423 (0.0549), 0.1254 (0.1325)

Goodness-of-fit S 1.014
Largest features in residual density

map (e Å�3)
0.675, �0.243

Max shift/e.s.d. in last cycle < 10�3

Multipole refinement
No. of data in refinement 19 692
No. of refined parameters 1066
Final R [F > 2	(F)] (all data), wR2

[F > 2	(F)]
0.0239 (0.0423), 0.0291

Goodness-of-fit S 1.768
Largest features in residual density

map, all data (sin �/� � 0.8 Å�1)
(e Å�3)

0.246, �0.199 (0.098, �0.074)

Max shift/e.s.d. in last cycle 5.8 � 10�6

R ¼ �ðjFoj � jFcjÞ=�ðFoÞ, R2 ¼ �ðF2
o � F2

c Þ=�ðF
2
o Þ; wR2 ¼ �ðwðF2

o � F2
c Þ

2
Þ=

�ðwðF2
o Þ

2
Þ

1=2, R	 ¼ �½	ðF2
oÞ	=�½F

2
o 	; Rint ¼ �n=ðn� 11=2jF2

o � F2
oðmeanÞj=�F2

o

(summation is carried out only where more than one symmetry equivalent is
averaged). Computer programs used: COLLECT (Nonius, 1998), HKL SCALEPACK
and DENZO (Otwinowski & Minor, 1997), SHELXS97 and SHELXL97 (Sheldrick,

2008), ORTEP3 for Windows (Farrugia, 1997), WinGX publication routines (Farrugia,
1999).



The image frames were integrated using DENZO(SMN)

(Otwinowski & Minor, 1997). The resultant raw intensity files

from DENZO(SMN) were processed using a locally modified

version of DENZOX (Blessing, 1997a), which calculates

direction cosines for the absorption correction, as well as

applying rejection criteria on the basis of bad 
2 values of the

profile-fit and ignoring partial reflections at the starting or

final frame of a scan set. A total of 358 895 intensity

measurements, excluding space-group extinctions, were

harvested from the image files. A semi-empirical absorption

correction (Blessing, 1995) was applied to account for the

absorption of the crystal and the mounting medium. The

resulting data were sorted and merged using SORTAV

(Blessing, 1997b), giving 23 246 independent data with a mean

redundancy of 14.7 and to a resolution of sin(�max)/� = 1.079

(�max = 50� for Mo K� radiation). A spherical-atom refinement

using SHELXL97 (Sheldrick, 2008) was initially undertaken,

with full-matrix least-squares on F2 and using all the unique

data with the weighting scheme w = [	(Fo)2 +(AP)2 + BP]�1,

where P = [F2
o/3 + 2F2

c /3] and A = 0.0738, B = 0.2425. All non-H

atoms were allowed anisotropic thermal motion. Neutral atom

scattering factors, coefficients of anomalous dispersion and

absorption coefficients were as supplied in SHELXL97.

Details of this refinement are given in Table 1. Displacement

ellipsoid plots were obtained using the program ORTEP3 for

Windows (Farrugia, 1997). All calculations were carried out

using the WinGX package of crystallographic programs

(Farrugia, 1999).

2.2. Multipole refinement

The multipole formalism of Hansen & Coppens (1978) as

implemented in the XD2006 program suite (Volkov et al.,

2006) was applied. The aspherical atomic electron density �(r)

is given by

�ðrÞ ¼ �cðrÞ þ Pv�
3�vð�rÞ þ �dð�

0rÞ; ð1Þ

where �c and �v are the core and spherical valence densities,

and

�dð�
0rÞ ¼

X

l¼0

�3Rlð�
0rÞ
Xl

m¼0

Plm�ylm�ðr=rÞ ð2Þ

is the term accounting for the deformation valence densities.

The ylm� are density-normalized real spherical harmonics and

Pv, Plm� are the refinable populations. The function minimized

in the least-squares procedure was �w(|Fo|� k|Fc|)
2, with only

those reflections with F > 3	(F) included in the refinement.

Each pseudoatom was assigned a core and spherical-valence

scattering factor derived from the relativistic Dirac–Fock

wavefunctions of Su & Coppens (1998) expanded in terms of

the single-� functions of Bunge et al. (1993). The radial fit of

these functions was optimized by refinement of the expan-

sion–contraction parameter �. The valence deformation

functions for the non-H atoms used a single-� Slater-type

radial function multiplied by the density-normalized spherical

harmonics. The radial fits were optimized by refinement of

their expansion–contraction parameters �0, a single parameter

being used for each elemental type. The multipole expansion

was truncated at the hexadecapole level for the non-H atoms,

and at the quadrupole level for the H atoms. The C—H and

O—H distances were set to the neutron diffraction deter-

mined averages for these types of bond (1.083 and 0.97 Å). An

initial refinement using extensive chemical constraints with

imposed m symmetry on all non-H atoms was used to deter-

mine the anisotropic displacement parameters (a.d.p.s) for the

non-H atoms. These were then used to provide estimates of

the H-atom a.d.p.s using the SHADE method of Madsen et al.

(2004) and Madsen (2006), which has recently been shown

(Munshi et al., 2008) to provide accurate parameters. The

calculated H-atom a.d.p.s were used in subsequent refine-

ments as fixed parameters. In the final cycles of the refinement

the chemical constraints were released, but the imposed m

symmetry was retained for all C atoms. A satisfactory

deconvolution of thermal motion was indicated by the fulfil-

ment of the Hirshfeld (1976) mean-square displacement

amplitude (m.s.d.a.) rigid-bond criterion for all those covalent

bonds not involving H atoms. Thus, the largest �-m.s.d.a. was

6 � 10�4 Å2 for the C31—C32 bond. Owing to the expected

high correlations between the �/�0 and multipole parameters,

the former parameters were refined in separate blocks. In the

final cycles, all parameters except �/�0 were co-refined. No

correlation matrix element greater than 0.75 was observed. A

scatterplot of Fobs � Fcalc against sin(�)/� (Fig. S1, supple-

mentary data1) showed no discernable trend, indicating no

scaling problems (Zhurov et al., 2008). Residual density plots

(Meindl & Henn, 2008) displayed in Fig. S2 (supplementary

data) indicate that essentially no unmodelled features remain

in the experimental data. The final refined multipole popula-

tion parameters are given in Tables S1–S5 and representative

residual, deformation and Laplacian maps shown in Figs. S8–

S12 (supplementary data).

For a more direct comparison with the theoretical gas-phase

integrated properties, the experimental integrated atomic

properties were calculated for the free molecule ‘extracted

from the crystal’ using the TOPINT routines of XD2006. The

precision of numerical integration may be gauged from the

value of the atomic Lagrangian L(�), which is proportional to

the integrated flux of the gradient vector field of � at the

interatomic surface, and should be equal to zero in the ideal

case. In practice, a reasonable absolute value is considered to

be 
 1 � 10�3 a.u. or less (Volkov et al., 2000). Several recent

studies (Flensburg & Madsen, 2000; Volkov et al., 2000)

suggest a conservative estimate of ca �5% for the accuracy of

the integrated atomic properties; some properties, e.g. elec-

tron populations, are much less sensitive to errors than others.

Tables 2–4 list the topological parameters for the strong

covalent, the weak intramolecular and the weak intramole-

cular interactions. The kinetic energy densities at the b.c.p.s

G(r) given in Tables 3 and 4 for the experimental densities
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1 Supplementary data for this paper are available from the IUCr electronic
archives (Reference: PI5002). Services for accessing these data are described
at the back of the journal.



were estimated using the functional approximation of

Abramov (1997)

GðrÞ ¼ ð3=10Þð3�2
Þ

2=3�ðrÞ5=3
þ ð1=6Þr2�ðrÞ; ð3Þ

while the corresponding potential energy densities at the

b.c.p.s, V(r), were obtained from the local virial relationship

(expressed in a.u.) as shown by Bader (1990)

VðrÞ ¼ ð1=4Þr2�ðrÞ � 2GðrÞ: ð4Þ

The above approximation for G(r) holds well for closed-shell

interactions, where r2�(r) > 0, and has been shown by Espi-

nosa et al. (2001) to be an excellent approximation.

The experimental intermolecular interaction energies were

calculated with the INTEREN option in XD2006 (Volkov et

al., 2006). The exact electrostatic term was obtained using the

EP/MM method of Volkov et al. (2004), while the exchange-

repulsion and dispersion terms were approximated by atom–

atom potentials of Williams & Cox (1984). The experimental

lattice energy was obtained in a similar fashion using the

LATEN option.

2.3. Theoretical calculations

Gas-phase density-functional theory (DFT) calculations on

(1) were undertaken with the GAUSSIAN03 program (Frisch

et al., 2004) using the B3LYP hybrid exchange-correlation

functional (Stephens et al., 1994; Becke, 1993, 1988; Vosko et

al., 1980; Lee et al., 1988) and the 6-311++G(d, p) basis set

(McLean & Chandler, 1980; Krishnan et al., 1980; Clark et al.,

1983; Frisch et al., 1984), which is of valence triple-� quality

with one set of polarization and diffuse functions for all atoms,

including hydrogen. We also used the TURBOMOLE

program (TURBOMOLE, 2008; Ahlrichs et al., 1989; Treutler

& Ahlrichs, 1995; Eichkorn et al., 1997; von Arnim & Ahlrichs,

1998) at the BLYP-D/TZVPP level. BLYP-D designates the

BLYP gradient-corrected exchange-correlation functional

(Becke, 1988; Lee et al., 1988) supplemented by an empirical

dispersion term (Grimme, 2004, 2006); TZVPP is a valence

triple-� basis set with double polarization (Weigend &

Ahlrichs, 2005; Weigend, 2006). The calculations in TURBO-

MOLE took advantage of the efficient RI (resolution of the

identity) approximation for the evaluation of the Coulomb

integrals (Eichkorn et al., 1995a,b; Ahlrichs, 2004) within the

multipole-accelerated RI scheme (Sierka et al., 2003). It is

important to note that standard exchange-correlation func-

tionals are unable to account for the mainly dispersive intra-

and especially intermolecular interactions that are in the focus

of this study. This well documented deficiency (Zhao &

Truhlar, 2006) has recently been largely overcome by the

introduction of dispersion-corrected functionals of the type we

have used herein (Grimme, 2004, 2006) that include a classical

London dispersion term, and by functionals that were para-

meterized against a well balanced training set including

weakly bound systems (Zhao & Truhlar, 2008). No correction

was made for the basis-set superposition error (BSSE), as the

dispersion corrected functionals have been parameterized

without BSSE corrections. In any case the BSSE is expected to

be very small, given that a TZVPP basis set was used.

Single-point calculations at the experimental geometry of

the isolated molecule were performed. Geometry optimiza-

tions with B3LYP and BLYP-D gave significant differences

from the experimental structure due to changes in the

conformation of the CPh2 unit. In turn this leads to somewhat

different intramolecular interactions and as a consequence,

the optimized structure is not considered further. However,

we note that it is only
 17 kJ mol�1 more stable, a value quite

commensurate with crystal packing effects. The final topolo-

gical properties reported here were obtained at the experi-

mental geometry. Topological analysis on the resultant

wavefunction was undertaken using the programs AIMPAC

(Biegler-König et al., 1982) and AIM2000 (Biegler-König,

2000) and integrated properties and delocalization indices

were calculated using AIMall (Keith, 2009). Gas-phase inter-

action energies between the dimeric pairs of (1) were calcu-

lated at the BLYP-D/TZVPP level.

3. Results and discussion

3.1. Description of the structure

An ORTEP view of (1), taken from the multipole refine-

ment, is given in Fig. 1 and shows the atomic labelling scheme.

Full details of bond lengths and angles are given in the

supplementary data. The well established partial localization

of double bonds was observed in the two naphthalene rings,

with slightly shorter 1–2, 3–4, 5–6 and 7–8 C—C distances. The

formal imine double bond N1 C21 = 1.2883 (2) Å is signifi-

cantly shorter than the formal single bond N1—C8 =

1.4095 (2) Å, and the imine unit forms a nearly planar

arrangement [maximum deviation of 0.042 (4) Å for N1 from

mean plane]. Two of the three substituent benzene rings, C5—

C10 and C28—C33, lie significantly out of the imine plane,

with torsion angles C21—N1—C8—C7 = 68.7 (1) and N1—

C21—C28—C29 = 97.5 (1)�, while the third ring, C22—C27, is
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Figure 1
ORTEP view of (1) with 50% probability ellipsoids, showing the atomic
labelling scheme. The label number for H atoms is the same as for their
attached heavy atom.



close to coplanar, with a torsion angle of N1—C21—C22—C23

= 10.4 (1)�. On geometric grounds, therefore, there is the

potential for �-delocalization between this latter ring and the

imine group, which is discussed below.

Also of interest is the nature of the peri interaction in the

1,8-disubstituted naphthalene ring. The N1� � �C11 distance of

2.8018 (2) Å is considerably shorter than the sum of the van

der Waals radii. Numerous structural determinations on 1,8-

X,Y disubstituted naphthalenes have shown that, depending

on the level of steric interactions between the X and Y groups,

the aromatic ring system can undergo a significant C2 distor-

tion. The X,Y substituents move to opposite sides of the

aromatic plane to alleviate the steric interactions. This

distortion is conveniently described by the torsion angle X—

Cipso—Cipso—Y, which is close to zero for the majority of

structures in the Cambridge Crystallographic Database, but

can reach 69.5� for extremely demanding X,Y substituents

such as P( S)PhBut (Omelanczuk et al., 2003). Surprisingly,

this distortion seems to be a rather soft mode, as clearly

demonstrated by the case of 1-(N,N-dimethylamino)-8-nitro-

naphthalene (Egli et al., 1986). There are three polymorphic

forms with seven independent molecules, for which this

torsion angle is different for each one and which varies from

+1.19 to �27.1�. Likewise the crystal structure of 1,8-diiodo-

naphthalene (Bock et al., 1998) contains six independent

molecules, with different I—Cipso—Cipso—I torsion angles

varying from +15.0 to �1.6�. In (1) itself, the torsion angle

N1—C8—C1—C11 is 12.9 (1)�, which is not an unusual degree

of distortion.

3.2. Molecular graph and p-delocalization

Topological analysis of both the experimental and theore-

tical densities leads to an identical molecular graph (i.e.

topologically identical set of critical points and associated

bond paths), as shown in Fig. 2. All the expected 63 b.c.p.s

associated with the standard covalent bonds in (1) were found,

including six (3,+1) ring c.p.s at the centroid of all benzenoid

rings. In addition, four extra b.c.p.s were observed, owing to

weak intramolecular interactions (x3.3 below), which in turn

generate four more ring c.p.s. The experimental topological

properties are listed in full in Table S6 (supplementary data),

and selected properties are given

in Table 2. The aromatic C—C and

C—H bonds have the expected

topological properties and merit

no further comment. The more

polar bonds in (1) (Table 2) show

a typical discrepancy between

theory and experiment, arising

from well known causes which

have been recently summarized

by Koritsanszky (2006). The two

imine nitrogen N—C bonds are

clearly distinguished both in their

lengths and also in their topolo-

gical properties at the b.c.p.s. The

Laplacian �r2(�r) map through

the imine plane (Fig. 3a) clearly
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Figure 2
Molecular graph of (1) from the same viewpoint as Fig. 1, (a) experimental and (b) theoretical. The
positions of the bond- and ring-critical points are shown as small red and yellow spheres. The weak
intramolecular interactions are labelled A–D (see text).

Table 2
Topological analysis of selected b.c.p.s in �.

Top line gives experimental values from this study, second line theoretical values from DFT (GAUSSIAN03) calculation. Re: internuclear separation (Å); d1: d1/2
distance of b.c.p. from atoms 1/2 (Å); �(rb): density (e Å�3); r2�(rb), �1, �2, �3: Laplacian and eigenvalues of Hessian (e Å�5); ": ellipticity; 
(�A, �B):
delocalization index.

Bond Re d1 d2 �(rb) r
2�(rb) �1 �2 �3 " 
(�A, �B)

N1—C8 1.4095 (2) 0.7897 0.6213 2.07 �16.30 �15.64 �15.04 14.39 0.04 –
0.8496 0.5612 1.98 �20.44 �14.47 �13.98 8.01 0.04 1.047

N1—C21 1.2883 (2) 0.7985 0.4903 2.59 �29.42 �21.78 �17.61 9.97 0.24 –
0.8234 0.4656 2.47 �20.36 �19.72 �16.22 15.58 0.22 1.504

C21—C22 1.4877 (2) 0.7524 0.7353 1.85 �15.16 �13.79 �12.32 10.95 0.12 –
0.7545 0.7332 1.78 �15.77 �12.92 �11.63 8.78 0.11 1.017

C21—C28 1.4974 (2) 0.7680 0.7293 1.84 �15.00 �13.10 �12.88 10.98 0.02 –
0.7595 0.7379 1.76 �15.51 �12.26 �12.06 8.81 0.02 0.963

C1—C11 1.4916 (2) 0.7521 0.7396 1.78 �13.49 �12.45 �11.99 10.95 0.04 –
0.7513 0.7404 1.74 �15.10 �11.86 �11.72 8.48 0.01 0.998

O1—C12 1.3697 (3) 0.8704 0.4999 2.04 �19.84 �15.72 �14.78 10.66 0.06 –
0.9021 0.4678 1.90 �9.38 �13.52 �13.42 17.56 0.01 0.931



shows three charge concentrations on the N1 atom, which are

approximately coplanar with the substituent atoms, and which

are consistent with an sp2 hybridization for this atom (see

x3.5).

As originally discussed by Bader and coworkers (Bader et

al., 1983; Cremer et al., 1983), the preferential accumulation of

charge due to �-bonding in organic molecules is most

apparent by examination of the bond ellipticity ", which is

defined as �1/�2 � 1, where �1, �2 are the two negative

eigenvalues of the Hessian matrix of the charge density. The

major axis of ellipticity corresponds to the least negative

eigenvalue �2 and this axis is normally aligned perpendicular

to the � plane. For homopolar � bonds, the ellipticity at the

b.c.p. is a good guide, but in general (and especially for

heteropolar � bonds) it is more useful to examine the profile

of " along the whole bond path (Cheeseman et al., 1998). The

typical symmetric profiles for olefinic and aromatic C—C

bonds given in this latter reference are also observed for all

aromatic ring C—C bonds in (1) (see Fig. 4f and Fig. S3 in the

supplementary data). Of particular importance is the orien-

tation of the major axis of ellipticity with respect to the �
plane, not just at the b.c.p., but also along the entire bond path.

We define an angle ’ref between the eigenvector of �2 and a

reference vector normal to the � plane (usually taken as the

normal to the best plane of those atoms involved in the

localized or delocalized � system). For typical C—C aromatic

bonds, " is relatively large in the region near the b.c.p., and the

angle ’ref is close to zero (i.e. the two vectors are parallel).

However, as the bond path approaches within 
 0.2 Å of the

nuclei, the value of " falls to zero, or nearly zero, and the ’ref

angle abruptly flips to 
 90�, so that the major axis of ellip-

ticity now lies in the � plane. This is due to the dominating

influence of the charge concentrations in the valence-shell

charge concentration (VSCC) of the C atoms (Cheeseman et

al., 1998). For heteropolar bonds, the value of " at the b.c.p.

may not even reflect the preferential accumulation plane of

charge. Since the b.c.p. is shifted towards the most electro-

positive atom, the charge concentrations in the VSCC of that

atom strongly influence the appearance of the " profile.

Scherer and co-workers have made extensive use of ellipticity

profiles to describe �-delocalization effects in such diverse

areas as N-heterocyclic carbenes (Tafipolsky et al., 2002),

agostic alkyl lithium complexes (Scherer et al., 2002), �-agostic

transition metal alkyls (Scherer et al., 2003) and cycloprope-

nylidenes (Scherer et al., 2008).

The ellipticity profiles for the covalent bonds in the imine

group are shown in Fig. 4 and are strikingly different. The

asymmetric profile for the N1—C21 formal double bond

shows the expected high degree of ellipticity at the b.c.p., with

the ’ref angle very close to zero and is qualitatively similar to

the aromatic C—C bonds. Close to the nuclei, the ’ref angle

abruptly flips to 
 90�. The profile of the N1—C8 formal

single bond, on the other hand, is fundamentally different. The

ellipticity in the region of the b.c.p. is small, while the ’ref angle

is 
 60–70�. The ellipticity rises in value when close to the N

nucleus, where the ’ref angle is 
 90� and where the profile is

dominated by the VSCC of the N atom. There is therefore no

indication of any � character to this bond. Interestingly, the

C21—C22 profile shows the classic appearance of an aromatic

C—C bond, while the C21—C28 bond has a very low ellipticity

on the region of the b.c.p. This implies a considerably greater �
character in the former bond compared with the latter, despite

the rather small differences in the C—C bond lengths and the

topological properties at the b.c.p. given in Table 2 and the
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Figure 3
Experimental Laplacian �r2�(r) of (1), (a) in the plane of the imine
bond and (b) in the C—O—H plane. Contours are drawn at�2� 10n,�4
� 10n and�8� 10n e Å�5 (n =�3,�2,�1, 0, +1): positive contours solid
blue, negative contours in broken red. This figure is in colour in the
electronic version of this paper.



virtually identical Laplacian features (Fig. 3). These � delo-

calization effects are clearly related to the N—C—C—C

torsion angles of the phenyl rings relative to the plane of the

imine group, which were discussed in x3.1. The ellipticity

profiles of the experimental charge density reveal subtle �
delocalization effects and strongly imply there is only a

significant � delocalization between the imine group and the

C22—C27 benzene ring, which is close to coplanar with it.

3.3. Intramolecular interactions

There are four intramolecular contacts shorter than the sum

of the van der Waals radii that give rise to b.c.p.s between the

atomic centres. These comprise the N� � �C peri interaction

(Balasubramaniyan, 1966) between N1 and C11, a C� � �C �-

stacking interaction between C13 and C23, a CH� � �� inter-

action (Nishio et al., 1998) between H29 and C18, and a H� � �H

interaction (Matta, 2006) between

H7 and H33. These are shown in

Fig. 2 and are labelled A–D. The

experimental and theoretical topo-

logical properties at the b.c.p.s for

these weak interactions are given in

Table 3. In all cases, agreement

between experiment and theory is

excellent. These weak interactions

are characterized by very small

values of �(r), small positive values

of r2�(rb), high values of " and �3

(relative to �1,2), nearly zero values

of H(rb) and values of |V(rb)|/G(rb)

generally � 1. In terms of the

Espinosa classification (Espinosa et

al., 2002), these weak interactions

(and the intramolecular ones

discussed below) overlap between

the type I pure closed-shell zone

and the type II transit zone. The

high values for the ellipticity are

due to the relatively low value of �2

and cannot be ascribed to any �
bonding. In addition, their ellipti-

city profiles (Fig. S4, supplementary

data) do not resemble those for

genuine �-bonded interactions, but

show striking variations, including

discontinuities where the structure

of the Hessian changes. The delo-

calization indices (Bader &

Stephens, 1975) between the inter-
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Table 3
Topological properties of �b for weak intramolecular interactions.

Top line gives experimental values from this study, second line theoretical values from DFT (GAUSSIAN03) calculation. Re: internuclear separation (Å); d1/2:
distance of b.c.p. from atoms 1/2 (Å); �(rb): density (e Å�3); r2�(rb), �1, �2, �3: Laplacian and eigenvalues of Hessian (e Å�5); G(rb), V(rb), H(rb): in units of
Hartree Å�3; G(rb)/�(rb): in units of Hartree e�1.

Interacting
atoms A, B Re d1 d2 �(rb) r

2�(rb) �1 �2 �3 " G(rb) G(rb)/�(rb) V(rb) H(rb) 
(�A, �B)

C18� � �H29 2.6291 1.5841 1.0544 0.06 0.76 �0.14 �0.08 0.98 0.63 0.04 0.69 �0.03 0.01 –
1.5814 1.0531 0.07 0.74 �0.16 �0.07 0.97 1.29 0.04 0.65 �0.03 0.01 0.021

N1� � �C11 2.8018 (2) 1.3734 1.4428 0.11 1.22 �0.32 �0.18 1.72 0.83 0.08 0.70 �0.07 0.01 –
1.3870 1.4357 0.10 1.23 �0.29 �0.17 1.68 0.67 0.07 0.71 �0.06 0.01 0.054

C13� � �C23 3.2286 (2) 1.6091 1.6237 0.05 0.49 �0.10 �0.07 0.66 0.44 0.03 0.57 �0.02 0.01
1.6048 1.6267 0.05 0.49 �0.08 �0.06 0.64 0.34 0.03 0.59 �0.02 0.01 0.028

H7� � �H33 2.1988 1.0745 1.2394 0.05 0.76 �0.18 �0.07 1.02 1.39 0.04 0.78 �0.03 0.01 –
1.0997 1.1886 0.06 0.74 �0.19 �0.10 1.03 1.00 0.04 0.69 �0.03 0.01 0.018

Figure 4
Plots of the bond ellipticities " along the bond path (solid blue line) with the ’ref angle (dotted violet
line). For plots (a)–(d) the reference vector (see text) is normal to the C8—N1—C21—C22—C28 mean
plane, while for (e) and (f) it is normal to the C6 ring containing C11 and C12. This figure is in colour in
the electronic version of this paper.



acting atoms are all very small, the largest one being for 
(�N1,

�C11) = 0.054. This indicates a very low level of electron

sharing between the atomic centres involved.

The charge-density investigation confirms the presence of

an intramolecular CH� � �� interaction, which was initially

suspected on geometric grounds (Vyskočil et al., 2002). The

H29� � �C contacts for the benzene ring are in the narrow range

2.629–2.908 Å (Fig. S5, supplementary data), but it is only the

shortest one, H29� � �C18, which actually generates a bond

path. The Koch & Popelier (1995) criteria for hydrogen bonds

are difficult to apply in full for experimental charge densities,

but the first four relating to the presence of a bond path, the

magnitudes of �(r) and r2�(rb) and the mutual interpenetra-

tion are clearly fulfilled.

The peri-X—Y interaction in 1,8-disubstituted naphthalenes

has been known for a long time (Balasubramaniyan, 1966) and

is of interest because the enforcing geometry results in a close

interatomic X� � �Y contact, which is much shorter than the sum

of the van der Waals radii for all atoms other than H. This

provides an ideal environment in which to examine interesting

weak interactions such as the ‘N)Si/P donor–acceptor

interaction’ (which potentially involves hypercoordination at

the Si/P atom; see, for example, Schiemenz & Näther (2002),

Dominiak et al. (2005) and refs therein, and O’Leary & Wallis

(2006). In terms of characterizing such interactions by AIM

methods, the most important evidence lies in the presence or

absence of a bond path (Bader, 1998). An experimental

charge-density study on naphthalene itself (Oddershede &

Larsen, 2004) revealed no such 1,8 H� � �H intramolecular bond

path, but in both 1,8-bis(N,N-dimethylamino)naphthalene

(Mallinson et al., 1999) and 8-(N,N-dimethylamino)-naphthyl-

1-carboxamide (Lyssenko et al., 2004) a bond path connecting

the 1,8 interacting atoms was experimentally observed. The

presence of a 1,8-peri bond path seems rather ubiquitous; our

DFT calculations based on the experimental structures of 1-

trifluorosilyl-8-(N,N-dimethylamino)naphthalene (Carre et al.,

1994) and 1,8-difluoronaphthalene (Meresse et al., 1975) also

reveal a 1,8-bond path for both species. In the case of 8-(N,N-

dimethylamino)naphthyl-1-carboxamide, the 1,8 interaction

could be realistically viewed as an incipient nucleophilic attack

by the nitrogen lone pair at the carbonyl group (Lyssenko et

al., 2004), and a similar interpretation is also appropriate for

the strong 1,8 interaction found in 1-trifluorosilyl-8-(N,N-

dimethylamino)naphthalene (Carre et al., 1994). However, it is

clearly inappropriate to attribute a 1,8 donor–acceptor inter-

action in 1,8-bis(N,N-dimethylamino)naphthalene (Mallinson

et al., 1999), as both substituents possess a lone pair. This lone

pair–lone pair interaction should be destabilizing, never-

theless, a bond path is observed both in experiment and in our

DFT calculations.

Likewise, in (1) the N1� � �C11 1,8 interaction cannot be

viewed as a donor–acceptor type. The N1 atom has only three

charge concentrations in the VSCC, see x3.5. There is a

charge-depletion facing atom C11. Likewise, the C11 atom has

three charge concentrations in the VSCC and a (3,�1) saddle

point faces the N1 atom. The peri interaction may be similar to

the �–� stacking interaction commonly seen in aromatic

systems (Munshi & Guru Row, 2006), although in this case the

separation of the two atoms is much shorter, leading to a

stronger interaction. The recent re-interpretation by Pendás et

al. (2007) of the significance of the bond path as a path of

privileged exchange may also be of relevance in this case. We

note that 1,8-diphosphorus-substituted naphthalenes can show

high through-space 4J(31P–31P) NMR couplings (Kilian et al.,

2004).

The nearly identical charges on H7 and H33 imply that their

observed interaction is of the H� � �H type recently reviewed by

Matta (2006). The chemical significance of the bond path

between these types of interacting H atoms is a controversial

topic. Matta et al. (2003), Hernández-Trujillo & Matta (2007)

and Bader (2006) have strongly argued that the H� � �H inter-

action in molecules such as phenanthrene or biphenyl is a

stabilizing one, while Poater et al. (2006a,b) have taken the

opposite view. Recently Grimme et al. (2009) have concluded

from IR studies on selectively deuterated phenanthrene that

the H� � �H interaction corresponds to a repulsive part of the

potential, although this is disputed by Bader (2009). Regard-

less of these differences of interpretation, we can categorically

state that the intramolecular H� � �H bond path in (1) is a

robust topological object, unambiguously present in both the

experimental and theoretical molecular graphs (see Fig. 2).

The interaction of the b.c.p. with the associated ring c.p. is not

sufficiently strong to lead to a catastrophic situation (Bader,

1990). Moreover, exactly the same graph, including a H� � �H

interaction line, is observed in the topology of the potential

energy density (virial) field V(r) of (1) (see Fig. S5, supple-

mentary data). As stated by Bader (1998), the presence of an

interaction line in the virial field, i.e. where the potential

energy density is maximally negative and maximally stabi-

lizing with respect to neighbouring lines, implies the H� � �H

interaction is a stabilizing one. Since the molecular graph and

the virial graph are normally homeomorphic (Keith et al.,

research papers

764 Louis J. Farrugia et al. � Weak intra- and intermolecular interactions Acta Cryst. (2009). B65, 757–769

Figure 5
Disposition of the seven molecules that give rise to the unique
intermolecular interactions in the crystal structure of (1). Symmetry
operations: (i) pale green (1� x; 1

2þ y; 1
2� z); (ii) red (�x;�y;�z); (iii)

purple (x; 1
2� y; 1

2þ z); (iv) blue (1þ x; y; z); (v) dark green
(x;� 1

2� y; z� 1
2); (vi) orange (x; 1þ y; z); (vii) brown (1� x;�y;�z).



1996), which is the case for (1), then the atomic interaction

lines in the molecular graph indicate stabilizing interactions.

3.4. Intermolecular interactions

Despite the presence of a hydroxyl group, there are no

conventional OH� � �O or OH� � �N hydrogen bonds observed

in the crystal packing of (1), which is dominated by weaker

interactions. Examination of the closest-neighbour molecules

(Fig. 5) reveals 22 unique intermolecular atomic contacts, from

seven independent dimeric pairs of (1), which give rise to bond

paths between the atomic centres. These comprise 13

CH� � �C(�) interactions, two CH� � �N(�), one OH� � �C(�),

three CH� � �HC interactions and three CH� � �O interactions,
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Table 4
Topological properties of �b for the unique intermolecular interactions.

Top line gives experimental values, second line theoretical values from a DFT-D (TURBOMOLE) calculation. Some c.p.s were not observed in the theoretical
density (n.a.). Type: I CH� � �C(�), II CH� � �N(�), III CH� � �O, IV OH� � �C(�), V CH� � �HC; Re: internuclear separation (Å); d1/2: distance of b.c.p. from atoms 1/2
(Å); �(rb): density (e Å�3); r2�(rb), �1, �2, �3: Laplacian and eigenvalues of Hessian (e Å�5); G(rb), V(rb), H(rb): in units of Hartree Å�3.

Interacting
atoms A, B Type Re

D—H� � �A
(�) d1 d2 �(rb) r

2�(rb) �1 �2 �3 " G(rb) G(rb)/�(rb) V(rb) H(rb)

C3� � �H25i I 2.663 153.4 1.6071 1.0560 0.06 0.50 �0.16 �0.13 0.80 0.27 0.03 0.53 �0.03 0.00
1.6283 1.0524 0.06 0.58 �0.17 �0.08 0.82 1.18 0.03 0.61 �0.03 0.01

C7� � �H13i I 2.869 152.1 1.7189 1.1629 0.04 0.29 �0.12 �0.11 0.51 0.14 0.02 0.45 �0.01 0.00
1.7086 1.1623 0.03 0.35 �0.08 �0.07 0.51 0.13 0.02 0.57 �0.02 0.01

C10� � �H24i I 2.903 127.9 1.8493 1.1710 0.03 0.32 �0.09 �0.03 0.44 2.03 0.02 0.58 �0.01 0.01
1.7122 1.1906 0.04 0.41 �0.08 �0.05 0.53 0.62 0.02 0.62 �0.02 0.01

N1� � �H14i II 2.809 135.5 1.6546 1.1655 0.03 0.42 �0.10 �0.07 0.59 0.47 0.02 0.66 �0.02 0.01
1.6782 1.1353 0.04 0.45 �0.11 �0.09 0.65 0.15 0.03 0.62 �0.02 0.01

O1� � �H14i III 2.536 146.7 1.5033 1.0418 0.05 0.70 �0.16 �0.15 1.01 0.05 0.04 0.76 �0.03 0.01
1.5043 1.0323 0.06 0.69 �0.18 �0.18 1.04 0.02 0.04 0.70 �0.03 0.01

H1� � �C25i IV 2.693 147.5 1.0151 1.6812 0.03 0.33 �0.10 �0.08 0.51 0.28 0.02 0.53 �0.01 0.00
1.0226 1.6780 0.04 0.45 �0.12 �0.08 0.65 0.54 0.03 0.59 �0.02 0.01

H23� � �H14i V 2.111 – 1.0468 1.0719 0.05 0.51 �0.22 �0.17 0.91 0.33 0.03 0.56 �0.02 0.01
1.0241 1.0951 0.06 0.61 �0.20 �0.18 0.98 0.13 0.04 0.64 �0.03 0.01

C3� � �H30ii I 2.671 135.5 1.6427 1.0867 0.06 0.45 �0.21 �0.13 0.79 0.60 0.03 0.47 �0.03 0.00
1.6090 1.0657 0.06 0.57 �0.16 �0.10 0.82 0.58 0.03 0.60 �0.03 0.01

C5� � �H16ii I 3.099 131.6 1.7867 1.3329 0.02 0.25 �0.05 �0.05 0.35 0.16 0.01 0.59 �0.01 0.00
1.6760 1.2804 0.02 0.26 �0.06 �0.04 0.36 0.37 0.01 0.59 �0.01 0.00

C5� � �H17ii I 3.310 122.8 1.9876 1.3274 0.02 0.23 �0.01 �0.01 0.25 0.39 0.01 0.73 �0.01 0.00
n.a

C9� � �H17ii I 3.336 151.7 2.0377 1.3175 0.02 0.18 �0.02 0.00 0.21 3.04 0.01 0.60 �0.01 0.00
n.a.

H18� � �C30ii I 2.663 140.9 1.0460 1.5081 0.05 0.54 �0.15 �0.10 0.79 0.57 0.03 0.65 �0.02 0.01
1.0783 1.5389 0.05 0.57 �0.15 �0.09 0.80 0.73 0.03 0.63 �0.03 0.01

N1� � �H3iii II 3.267 145.8 1.9020 1.3703 0.02 0.19 �0.03 �0.02 0.24 0.43 0.01 0.59 �0.01 0.00
n.a.

C22� � �H4iii I 2.645 136.8 1.6235 1.0558 0.07 0.55 �0.22 �0.11 0.89 0.96 0.03 0.52 �0.03 0.00
1.6146 1.0457 0.06 0.62 �0.18 �0.09 0.89 0.90 0.04 0.61 �0.03 0.01

C23� � �H3iii I 3.019 113.7 1.7628 1.3179 0.03 0.36 �0.05 �0.03 0.44 1.00 0.02 0.71 �0.01 0.01
1.7248 1.3119 0.03 0.36 �0.06 �0.03 0.45 0.70 0.02 0.65 �0.01 0.01

O1� � �H31iv III 2.501 129.5 1.4660 1.0380 0.06 0.79 �0.21 �0.15 1.15 0.43 0.04 0.78 �0.03 0.01
1.4784 1.0265 0.06 0.83 �0.21 �0.18 1.22 0.15 0.05 0.76 �0.04 0.01

O1� � �H32iv III 2.837 115.7 1.6298 1.2501 0.02 0.45 �0.07 �0.02 0.55 2.02 0.02 1.01 �0.01 0.01
1.6172 1.2470 0.03 0.46 �0.09 �0.05 0.59 0.96 0.03 0.76 �0.02 0.01

C17� � �H26v I 2.794 155.9 1.6806 1.1279 0.04 0.42 �0.12 �0.06 0.61 0.91 0.02 0.60 �0.02 0.01
1.6794 1.1249 0.04 0.42 �0.11 �0.07 0.60 0.77 0.02 0.58 �0.02 0.01

H5� � �H16vi V 2.251 – 1.1683 1.0930 0.03 0.60 �0.09 �0.05 0.75 0.86 0.03 1.03 �0.02 0.01
1.1522 1.1125 0.05 0.53 �0.15 �0.14 0.82 0.11 0.03 0.64 �0.02 0.01

H6� � �H16vi V 2.539 � 1.4203 1.2131 0.02 0.38 �0.05 �0.01 0.43 4.72 0.02 0.88 �0.01 0.01
n.a.

H2� � �C12vii I 2.929 145.9 1.1548 1.8070 0.03 0.35 �0.10 �0.05 0.50 0.89 0.02 0.56 �0.01 0.01
1.1639 1.7948 0.04 0.36 �0.10 �0.05 0.51 0.95 0.02 0.58 �0.02 0.01

H3� � �C14vii I 2.866 140.5 1.1401 1.7907 0.03 0.42 �0.09 0.06 0.57 0.59 0.02 0.66 �0.02 0.01
1.1374 1.7716 0.04 0.42 �0.16 �0.07 0.60 0.67 0.02 0.57 �0.02 0.01

Symmetry operators: (i) 1� x; 1
2þ y; 1

2� z; (ii) �x;�y;�z; (iii) x; 1
2� y; 1

2þ z; (iv) 1þ x; y; z; (v) x;� 1
2� y; z� 1

2; (vi) x; 1þ y; z; (vii) 1� x;�y;�z.



which are shown schematically in Fig. S6 (supplementary

data). The experimental and theoretical topological properties

are listed in Table 4 and they show the same features as

mentioned above for the weak intramolecular interactions.

Some weak interactions were not observed in the theoretical

density. The mean C—H� � �C(�) angle of 139.1� (range 113.7–

155.9�) suggests a strong directionality for these weak

hydrogen bonds, which is close to the value found by Steiner &

Desiraju (1998) for CH� � �O bonds. This implies that simply

the presence of a bond path alone is a sufficient criterion to

distinguish true hydrogen bonds from van der Waals interac-

tions, as indeed was found by Gatti et al. (2002) for CH� � �O

bonds.

One striking way of visualizing the inter-atomic interactions

in crystal packing is through Hirshfeld surface plots

(Spackman & Jayatilaka, 2009). These plots provide a unique

signature for a molecule in a crystal and, as they depend on the

crystalline environment, they may be different for the same

molecule in different crystal environments. The Hirshfeld

surface for (1) is shown in Fig. 6(a). This surface is mapped by

the geometric function dnorm (Spackman & Jayatilaka, 2009),

which takes into account the differing sizes of atoms

dnorm ¼
di � rvdW

i

rvdW
i

þ
de � dvdW

e

rvdW
e

; ð5Þ

where di/e is the distance from the surface to the nearest

interior/exterior atom, rvdW
i=e is the corresponding van der Waals

radius. Contact zones shorter than the sum of the van der

Waals radii are shown as red areas in these plots. Analysis of

the corresponding fingerprint plot, Fig. 6(b), shows that it is

dominated by the CH� � �C(�) and CH� � �HC interactions, as

expected for a molecule that is primarily constituted of

aromatic rings. It is also immediately evident that there are no

significant �� � �� stacking interactions in the crystal structure

of (1) (typical of polycyclic aromatic compounds, see

McKinnon et al., 2004), as the characteristic central marker

(Spackman & Jayatilaka, 2009) is lacking in the fingerprint

plot.

In order to examine the relationship between pairs of

molecules as defined by their individual atom–atom (bond

path) interactions described above, and their overall interac-

tion energy, we have computed the latter from the experi-

mental charge density and by DFT calculations at the BLYP-

D/TZVPP level. The total interaction energy between two

closed-shell molecules may be expressed as the sum of elec-

trostatic, exchange-repulsion, dispersion and induction terms

(Stone, 1996).

Eint ¼ Ees þ Eex�rep þ Edisp þ Eind ð6Þ

For an experimental electron distribution obtained from the

multipole model, it may be assumed that the induction effects

are already included in the pseudo-atom model. The experi-

mental interaction energies for each of the seven unique pairs

of molecules are given in Table 5. It can be seen that the

interaction energy is, for the most part, determined by the

dispersion term, as the electrostatic and exchange-repulsion

contributions are almost equal and of opposite signs. The only

case for which this is not so is (vi), which involves only weak

CH� � �HC interactions. The agreement between the experi-

mental and theoretical energies is qualitatively reasonable,

although the experimental energies are in general larger.

Nevertheless, the ordering of energies for the seven dimeric-

pair interactions is identical and the overall interaction ener-

gies for each pair are clearly related in a qualitative sense with

the number of intermolecular bond paths. The lattice energy

of (1) is computed as �274.2 kJ mol�1, which is probably an

overestimate for a molecule of this type.

3.5. Atomic polarizations and integrated properties

The atomic polarizations that occur on chemical bonding

are of fundamental interest to chemists, but unfortunately the

concept of atomic charges has proved difficult to quantify

accurately. QTAIM atomic charges are physically well defined

and are obtained by numerical integration of the electron

population over the volume enclosed by the zero-flux surface

of each atom (the atomic basin). They generally lead to larger

charges than other partitioning methods (Bader & Matta,

2004), but have the considerable advantage that a direct

comparison is possible between experiment and theory. The

molecular dipole moment for (1) is calculated to be 6.89 D

from the experimental multipole populations. The charges for
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Table 5
Experimental intermolecular interaction energies (kJ mol�1) from multi-
pole populations.

Dimeric pairs† Eint Ees Eex-rep Edisp Eint(DFT)‡

i �62.2 �33.0 44.7 �73.9 �44.9 (�60.9)
ii �99.8 �53.1 55.8 �102.5 �51.9 (�86.7)
iii �28.3 �10.8 18.0 �35.5 �19.5 (�29.8)
iv �19.3 �13.3 11.9 �17.9 �11.0 (�14.3)
v �17.0 �6.7 5.9 �16.2 �10.7 (�13.9)
vi �5.1 0.6 8.9 �14.6 �7.8 (�12.9)
vii �41.8 �15.2 20.9 �47.5 �29.8 (�41.0)

† See Table 4 for symmetry operators generating the second molecule. ‡ Theoretical
value from DFT-D TURBOMOLE calculations; empirical dispersive energy corrections
given in parentheses.

Figure 6
(a) Hirshfeld surface of (1) mapped with dnorm over the range �0.24 to
1.3; (b) fingerprint plot of the Hirshfeld surface.



selected atoms are given in Table 6, full lists of atomic charges

and other integrated properties are given in Tables S7 and S8

(supplementary material). The stockholder charges q(stock),

obtained by integration of the electron density partitioned

according to the Hirshfeld method (Hirshfeld, 1977), are also

given for comparison.

There is reasonably good agreement between the different

charge-partitioning methods. The aromatic C and H atoms

bear slightly negative and positive charges, except those atoms

(C8 and C12) bonded to the O or N atoms that bear positive

charges. The imine carbon C21 also has a significant positive

charge. The atomic volumes for these positively charged C

atoms, and also the other quaternary aromatic C atoms are

noticeably smaller than for the other C atoms. As expected,

the electronegative N and O atoms carry a substantial nega-

tive charge, especially in the QTAIM charges. The loss of

charge for the H atoms involved in the hydrogen bonds (Koch

& Popelier, 1995) is expected to be very small for the weak

interactions reported here, and indeed it is not detectable. The

mean (theoretical) charge on the aromatic H atoms involved

in weak hydrogen bonds is +0.020, while it is +0.027 for those

H atoms not involved. The corresponding values from

experiment (+0.114 and +0.121) show the same trend.

The imprint of chemical bonding is also manifested in the

polarizations that occur in the atomic valence-shell charge

concentrations (VSCC), these being most succinctly described

in terms of the critical points in the negative Laplacian

�r
2�(r) (i.e. the atomic graph). This graph is a [V,E,F] poly-

hedron satisfying Euler’s rule, such that V + F � E = 2 and

where the vertices (V) are the (3, �3) c.p.s of charge

concentration, the edges (E) the saddle point (3,�1) c.p.s and

the faces (F) the (3,+1) c.p.s of charge depletion (Bader, 1990).

The atomic graphs and corresponding Laplacian isosurface

plots of the N1 and O1 atoms are shown in Fig. 7. The N1 atom

has the form [3,4,3], with a trigonal arrangement of three (3,

�3) c.p.s, two of which are associated with covalent bonds and

the third with the formal lone pair. Above and below the

trigonal plane are two charge depletions, which are consistent

with a formal sp2 hybridization and a partially occupied pz

orbital. The sp2 hybridized C atoms in the aromatic rings have

similar, but more extended, graphs of the [3,5,4] form. While

the Laplacian distribution around the O1 atom seen in Fig. 3 is

deceptively similar to that of N1, the atomic graph is quite

different, with the form [4,5,3] where the four charge

concentrations have an approximate tetrahedral arrangement.

The two charge concentrations associated with the lone pairs

are almost merged into one and the saddle point (3, �1) c.p.

has almost the same density, as has been similarly reported for

the tyrosine hydroxyl O atom (Zarychta et al., 2007). An sp3

description seems most appropriate for the hybridization of

this atom, but interestingly the ellipticity profile along the

C12—O1 bond suggests some � character, implying sp2

hybridization. While the ellipticity at the b.c.p. is very small,

the value of " rises considerably on approaching the O1 atom

and the ’ref angle is close to zero along most of the path, which

is typical of the � bonds described above.

4. Conclusions

The weak intra- and intermolecular C� � �N, CH� � �X, OH� � �C

and H� � �H interactions in (1) have been characterized

through their charge-density properties. The peri-1,8 C� � �N

interaction is at the strong end of the spectrum of these

interactions, owing to the enforced short contact distance. In

the case of (1), the resultant bond path cannot be associated

with a donor) acceptor interaction. There are seven dimeric

pairs associated with the unique set of intermolecular inter-

actions in the crystal phase and their interaction energies

obtained from the multipole populations and by DFT-D

calculations show a clear correspondence with the number of

intermolecular bond paths. A comparison of the ellipticity

profiles along the C21—C22 and C21—C28 bond paths clearly

shows �-delocalization with the imine double bond for the

former but not the latter, which is not evident in the topolo-
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Figure 7
(a) Isosurface (50 e Å�5) of negative Laplacian in VSCC of atom N1; (b)
atomic graph of the N1 atom; (c) isosurface (110 e Å�5) of negative
Laplacian in VSCC of the O1 atom; (d) atomic graph of atom O1. The
(3,�3), (3,�1) and (3,+1) critical points are colour coded as green, yellow
and red, and charge densities (e Å�3) are given in the same colour.

Table 6
Atomic charges.

Atom q(Pv)† q(stock)‡ q(�)exp§ q(�)theo§

O1 �0.219 (10) �0.228 �1.194 �1.089
N1 �0.101 (11) �0.145 �0.996 �1.104
Cs8 �0.123 (16) �0.023 0.236 0.346
C12 �0.104 (17) 0.022 0.440 0.506
C21 �0.009 (14) 0.074 0.580 0.653
Cphenyl av. �0.046 �0.047 �0.069 �0.013
Cnaphthyl av. �0.054 �0.054 �0.086 �0.015
H1 0.158 (9) 0.186 0.661 0.569
Hphenyl av. 0.078 0.071 0.112 0.022
Hnaphthyl av. 0.078 0.075 0.122 0.028

Sum over all atoms 0.000 0.000 0.020 0.000

† From multipole populations. ‡ From integration over stockholder partitioned
atoms. § From integration over atomic basins.



gical properties or the Laplacian maps. Despite the reserva-

tions expressed by Koritsanszky (2006) regarding the uncer-

tainties in X-ray derived charge densities and the reliability of

derived bond-topological properties, agreement between

experimental and theoretical topological parameters for the

weak interactions reported herein is in general quite satis-

factory. The absolute values for �(r) and r2�(rb) in Tables 3

and 4 are quite small, and the small absolute differences may

be a result of fortuitous cancellation of errors.
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